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Abstract

In this article we survey some of the most important developments since the 1980 paper of A.P. Calderón in which he proposed the problem of determining the conductivity of a medium by making voltage and current measurements at the boundary.

1 Introduction

In 1980 A. P. Calderón published a short paper entitled “On an inverse boundary value problem” [21]. This pioneer contribution motivated many developments in inverse problems, in particular in the construction of “complex geometrical optics” solutions of partial differential equations to solve several inverse problems. We survey some of these developments in this paper.

The problem that Calderón considered was whether one can determine the electrical conductivity of a medium by making voltage and current measurements at the boundary of the medium. This inverse method is known as Electrical Impedance Tomography (EIT). Calderón was motivated by oil prospection. In the 40’s he worked as an engineer for Yacimientos Petrolíferos Fiscales (YPF), the state oil company of Argentina, and he thought about this problem then although he did not publish his results until many years later. For use of electrical methods in geophysical prospection see [121]. EIT also arises in medical imaging given that human organs and tissues have quite different conductivities [63]. One potential application is the early diagnosis of breast cancer [123]. The conductivity of a malignant breast tumor is typically 0.2 mho which is significantly higher than normal tissue which has been typically measured at 0.03 mho. Another application is to monitor pulmonary functions [57]. We now describe more precisely the mathematical problem. Let \( \Omega \subseteq \mathbb{R}^n \) be a bounded domain with smooth boundary (many of the results we will describe are valid for domains with Lipschitz boundaries). The electrical conductivity of \( \Omega \) is represented by a bounded and positive function \( \gamma(x) \). In the absence of sinks or sources of current the equation for the potential is given by

\[
\nabla \cdot (\gamma \nabla u) = 0 \text{ in } \Omega
\]
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since, by Ohm’s law, \( \gamma \nabla u \) represents the current flux. Given a potential \( f \in H^{1/2}(\partial \Omega) \) on the boundary the induced potential \( u \in H^1(\Omega) \) solves the Dirichlet problem

\[
\nabla \cdot (\gamma \nabla u) = 0 \text{ in } \Omega, \\
u|_{\partial \Omega} = f.
\]

The Dirichlet to Neumann map, or voltage to current map, is given by

\[
\Lambda_\gamma(f) = \left( \gamma \frac{\partial u}{\partial \nu} \right) |_{\partial \Omega}
\]

where \( \nu \) denotes the unit outer normal to \( \partial \Omega \). The inverse problem is to determine \( \gamma \) knowing \( \Lambda_\gamma \). It is difficult to find a systematic way of prescribing voltage measurements at the boundary to be able to find the conductivity. Calderón took instead a different route. Using the divergence theorem we have

\[
Q_\gamma(f) := \int_\Omega \gamma|\nabla u|^2 \, dx = \int_{\partial \Omega} \Lambda_\gamma(f) f \, dS
\]

where \( dS \) denotes surface measure and \( u \) is the solution of (2). In other words \( Q_\gamma(f) \) is the quadratic form associated to the linear map \( \Lambda_\gamma(f) \), and to know \( \Lambda_\gamma(f) \) or \( Q_\gamma(f) \) for all \( f \in H^{1/2}(\partial \Omega) \) is equivalent. \( Q_\gamma(f) \) measures the energy needed to maintain the potential \( f \) at the boundary. Calderón’s point of view is that if one looks at \( Q_\gamma(f) \) the problem is changed to finding enough solutions \( u \in H^1(\Omega) \) of the equation (1) in order to find \( \gamma \) in the interior. These are the complex geometrical optics (CGO) solutions considered in this paper.

Because of limitations of space we cannot give a complete list of references. See [116], [117], [65] for other recent survey papers and references therein.

2 Boundary Determination

Kohn and Vogelius proved the following identifiability result at the boundary [73].

**Theorem 2.1.** Let \( \gamma_i \in C^\infty(\overline{\Omega}) \) be strictly positive. Assume \( \Lambda_{\gamma_1} = \Lambda_{\gamma_2} \). Then

\[
\partial^\alpha \gamma_1 |_{\partial \Omega} = \partial^\alpha \gamma_2 |_{\partial \Omega}, \quad \forall |\alpha|.
\]

This settled the identifiability question for the non-linear problem in the real-analytic category. They extended the identifiability result to piecewise real-analytic conductivities in [74].

**Sketch of proof of Theorem 2.1.** We outline an alternative proof to the one given by Kohn and Vogelius of Theorem 2.1. In the case \( \gamma \in C^\infty(\Omega) \) we know, by another result of Calderón [22], that \( \Lambda_\gamma \) is a classical pseudodifferential operator of order 1. Let \((x',x^n)\) be coordinates near a
point \( x_0 \in \partial \Omega \) so that the boundary is given by \( x^n = 0 \). The function \( \lambda_\gamma(x', \xi') \) denotes the full symbol of \( \Lambda_\gamma \) in these coordinates. It was proved in [111] that

\[
\lambda_\gamma(x', \xi') = \gamma(x', 0)|\xi'| + a_0(x', \xi') + r(x', \xi') \tag{5}
\]

where \( a_0(x', \xi') \) is homogeneous of degree 0 in \( \xi' \) and is determined by the normal derivative of \( \gamma \) at the boundary and tangential derivatives of \( \gamma \) at the boundary. The term \( r(x', \xi') \) is a classical symbol of order \(-1\). Then \( \gamma \big|_{\partial \Omega} \) is determined by the principal symbol of \( \Lambda_\gamma \) and \( \partial_{\gamma} \big|_{\partial \Omega} \) by the principal symbol and the term homogeneous of degree 0 in the expansion of the full symbol of \( \Lambda_\gamma \). More generally the higher order normal derivatives of the conductivity at the boundary can be determined recursively. In [82] one can find a general approach to the calculation of the full symbol of the Dirichlet to Neumann map that applies to more general situations. We note that this gives also a reconstruction procedure. We first can reconstruct \( \gamma \) at the boundary since \( \gamma \big|_{\partial \Omega} \) is the principal symbol of \( \Lambda_\gamma \) (see (5)). In other words in coordinates \((x', x^n)\) so that \( \partial \Omega \) is locally given by \( x^n = 0 \) we have

\[
\gamma(x', 0)a(x') = \lim_{s \to \infty} e^{-is(x', \omega')} \frac{1}{s} \Lambda_\gamma(e^{is(x', \omega')}a(x'))
\]

with \( \omega' \in \mathbb{R}^{n-1} \) and \(|\omega'| = 1\) and \( a \) a smooth and compactly supported function. In a similar fashion, using (5), one can find \( \partial_{\gamma} \big|_{\partial \Omega} \) by computing the principal symbol of \((\Lambda_\gamma - \gamma \big|_{\partial \Omega} \Lambda_1)\) where \( \Lambda_1 \) denotes the Dirichlet to Neumann map associated to the conductivity 1. The other terms can be reconstructed recursively in a similar fashion. We also observe, by taking an appropriate cut-off function \( a \) above, that this procedure is local, that is we only need to know the DN map in an open set of the boundary to determine the Taylor series of the conductivity in that open set. This method also leads to stability estimates at the boundary [111].

**Theorem 2.2.** Suppose that \( \gamma_1 \) and \( \gamma_2 \) are \( C^\infty \) functions on \( \overline{\Omega} \subseteq \mathbb{R}^n \) satisfying

i) \( 0 < 1/E \leq \gamma_i \leq E \)

ii) \( \|\gamma_i\|_{C^2(\overline{\Omega})} \leq E \)

Given any \( 0 < \sigma < \frac{1}{n+1} \), there exists \( C = C(\Omega, E, n, \sigma) \) such that

\[
\|\gamma_1 - \gamma_2\|_{L^\infty(\partial \Omega)} \leq C\|\Lambda_{\gamma_1} - \Lambda_{\gamma_2}\|_{1/2, -1/2} \tag{6}
\]

and

\[
\left\| \frac{\partial \gamma_1}{\partial \nu} - \frac{\partial \gamma_2}{\partial \nu} \right\|_{L^\infty(\partial \Omega)} \leq C\|\Lambda_{\gamma_1} - \Lambda_{\gamma_2}\|_{1/2, -1/2}. \tag{7}
\]
This result implies that we don’t need the conductivity to be smooth to determine the conductivity and its normal derivative at the boundary. In the case $\gamma$ is continuous on $\overline{\Omega}$ we can determine $\gamma$ at the boundary by using the stability estimate (6) and an approximation argument since for (6) we only need condition i). In the case that $\gamma \in C^2(\Omega)$ we can determine, knowing the DN map, $\gamma$ and its normal derivative at the boundary using the estimate (7) above and an approximation argument. For other results and approaches to boundary determination of the conductivity see [3], [16], [86], [91]. In one way or another the boundary determination involves testing the DN map against highly oscillatory functions at the boundary.

2.1 Complex geometrical optics solutions with a linear phase

Calderón considered in [21] harmonic functions of the form $e^{x \cdot \rho}, \rho \in \mathbb{C}^n, \rho \cdot \rho = 0$ in the study of the linearized problem at a constant conductivity, Sylvester and Uhlmann [109, 110] constructed in dimension $n \geq 2$ complex geometrical optics (CGO) solutions of the conductivity equation for $C^2$ conductivities that behave like Calderón exponential solutions for large frequencies. This can be reduced to constructing solutions in the whole space (by extending $\gamma = 1$ outside a large ball containing $\Omega$) for the Schrödinger equation with potential. We describe this more precisely below. Let $\gamma \in C^2(\mathbb{R}^n), \gamma$ strictly positive in $\mathbb{R}^n$ and $\gamma = 1$ for $|x| \geq R, R > 0$. Let $L_\gamma u = \nabla \cdot \gamma \nabla u$. Then we have

$$\gamma^{-1/2} L_\gamma (\gamma^{-1/2}) = \Delta - q$$

where

$$q = \frac{\Delta \sqrt{\gamma}}{\sqrt{\gamma}}.$$

Therefore, to construct solutions of $L_\gamma u = 0$ in $\mathbb{R}^n$ it is enough to construct solutions of the Schrödinger equation $(\Delta - q)u = 0$ with $q$ of the form (9). The next result proven in [109, 110] states the existence of complex geometrical optics solutions for the Schrödinger equation associated to any bounded and compactly supported potential.

**Theorem 2.3.** Let $q \in L^\infty(\mathbb{R}^n), n \geq 2$, with $q(x) = 0$ for $|x| \geq R > 0$. Let $-1 < \delta < 0$. There exists $\epsilon(\delta)$ and such that for every $\rho \in \mathbb{C}^n$ satisfying

$$\rho \cdot \rho = 0$$

and

$$\frac{\|(1 + |x|^2)^{1/2}q\|_{L^\infty(\mathbb{R}^n)} + 1}{|\rho|} \leq \epsilon$$

there exists a unique solution to

$$(\Delta - q)u = 0$$

of the form

$$u = e^{x \cdot \rho} (1 + \psi_q(x, \rho))$$
with $\psi_q(\cdot, \rho) \in L^2_\delta(\mathbb{R}^n)$. Moreover \( \psi_q(\cdot, \rho) \in H^2_\delta(\mathbb{R}^n) \) and for \( 0 \leq s \leq 2 \) there exists \( C = C(n, s, \delta) > 0 \) such that

\[
\|\psi_q(\cdot, \rho)\|_{H^s_\delta} \leq \frac{C}{|\rho|^{1-s}}.
\] (11)

Here

\[
L^2_\delta(\mathbb{R}^n) = \{ f; \int (1 + |x|^2)^\delta |f(x)|^2 dx < \infty \}
\]

is the norm given by \( \|f\|^2_{L^2_\delta} = \int (1 + |x|^2)^\delta |f(x)|^2 dx \) and \( H^m_\delta(\mathbb{R}^n) \) denotes the corresponding Sobolev space. Note that for large \(|\rho|\) these solutions behave like Calderón’s exponential solutions \( e^{x \cdot \rho} \). The equation for \( \psi_q \) is given by

\[
(\Delta + 2\rho \cdot \nabla)\psi_q = q(1 + \psi_q).
\] (12)

The equation (12) is solved by constructing an inverse for \((\Delta + 2\rho \cdot \nabla)\) and solving the integral equation

\[
\psi_q = (\Delta + 2\rho \cdot \nabla)^{-1}(q(1 + \psi_q))
\] (13)

in the appropriate spaces. If 0 is not a Dirichlet eigenvalue for the Schrödinger equation we can also define the DN map

\[
\Lambda_q(f) = \frac{\partial u}{\partial \nu}\bigg|_{\partial \Omega}
\]

where \( u \) solves

\[
(\Delta - q)u = 0; \quad u|_{\partial \Omega} = f.
\]

More generally we can define the set of Cauchy data for the Schrödinger equation. Let \( q \in L^\infty(\Omega) \). We define the Cauchy data as the set

\[
C_q = \left\{ \left( u|_{\partial \Omega}, \frac{\partial u}{\partial \nu}|_{\partial \Omega} \right) \right\},
\] (14)

where \( u \in H^1(\Omega) \) is a solution of

\[
(\Delta - q)u = 0 \text{ in } \Omega.
\] (15)

We have \( C_q \subseteq H^{1/2}(\partial \Omega) \times H^{-1/2}(\partial \Omega) \). If 0 is not a Dirichlet eigenvalue of \( \Delta - q \), then in fact \( C_q \) is a graph, namely

\[
C_q = \{(f, \Lambda_q(f)) \in H^{1/2}(\partial \Omega) \times H^{-1/2}(\partial \Omega) \}.
\]

Complex geometrical optics for first order equations and systems under different regularity assumptions of the coefficients have been constructed in [92], [93], [32], [101], [100], [79]. For the case of the magnetic Schrödinger operator unique identifiability of the magnetic field and the electrical potential was shown in [79] assuming that both the electrical potential and magnetic potential are both just bounded. Applications of CGO solutions to hybrid problems are in [20], [10], [28], [60].
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2.2 The Calderón problem in dimension \( n \geq 3 \)

In this section we summarize some of the basic theoretical results for Calderón’s problem in dimension three or higher. The identifiability question was resolved in [109] for smooth enough conductivities. The result is

**Theorem 2.4.** Let \( \gamma_i \in C^2(\Omega) \), \( \gamma_i \) strictly positive, \( i = 1, 2 \). If \( \Lambda_{\gamma_1} = \Lambda_{\gamma_2} \) then \( \gamma_1 = \gamma_2 \) in \( \Omega \).

In dimension \( n \geq 3 \) this result is a consequence of a more general result.

**Theorem 2.5.** Let \( q_i \in L^\infty(\Omega) \), \( i = 1, 2 \). Assume \( C_{q_1} = C_{q_2} \), then \( q_1 = q_2 \).

We now show that Theorem 2.5 implies Theorem 2.4. Using (8) we have

\[
C_{q_i} = \left\{ \left( f, \left( \frac{1}{2} \gamma_i^{-1/2} \left| \frac{\partial \gamma_i}{\partial \nu} \right| \right) \left[ f + \gamma_i^{-1/2} \left| \frac{\partial \gamma_i}{\partial \nu} \right| \Lambda_{\gamma_i} \left( \gamma_i^{-1/2} \left| \frac{\partial f}{\partial \nu} \right| \right) \right] , \ f \in H^{1/2}(\partial \Omega) \right\}.
\]

Then we conclude \( C_{q_1} = C_{q_2} \) using the the boundary identifiability result of Kohn and Vogelius [73] and its extension [111].

**Proof of Theorem 2.5.** Let \( u_i \in H^1(\Omega) \) be a solution of

\[
(\Delta - q_i)u_i = 0 \text{ in } \Omega, \quad i = 1, 2.
\]

Then using the divergence theorem we have

\[
\int_{\Omega} (q_1 - q_2) u_1 u_2 dx = \int_{\partial \Omega} \left( \frac{\partial u_1}{\partial \nu} u_2 - u_1 \frac{\partial u_2}{\partial \nu} \right) dS. \tag{16}
\]

Now it is easy to prove that if \( C_{q_1} = C_{q_2} \) then the LHS of (16) is zero

\[
\int_{\Omega} (q_1 - q_2) u_1 u_2 dx = 0. \tag{17}
\]

Now we extend \( q_i = 0 \) in \( \Omega^c \). We take solutions of \( (\Delta - q_i)u_i = 0 \) in \( \mathbb{R}^n \) of the form

\[
u_i = e^{x \cdot \rho_i} (1 + \psi_{q_i}(x, \rho_i)), \quad i = 1, 2 \tag{18}
\]

with \( |\rho_i| \) large, \( i = 1, 2 \), with

\[
\rho_1 = \frac{\eta}{2} + i \left( \frac{k + l}{2} \right) \tag{19}
\]
\[
\rho_2 = -\frac{\eta}{2} + i \left( \frac{k - l}{2} \right)
\]
and \( \eta, k, l \in \mathbb{R}^n \) such that

\[
\eta \cdot k = k \cdot l = \eta \cdot l = 0 \tag{20}
\]

\[
|\eta|^2 = |k|^2 + |l|^2.
\]

Condition (21) guarantees that \( \rho_i \cdot \rho_i = 0, i = 1, 2 \). Substituting (18) into (17) we conclude

\[
\widehat{(q_1 - q_2)(-k)} = -\int_{\Omega} e^{ix \cdot k} (q_1 - q_2)(\psi_{q_1} + \psi_{q_2} + \psi_{q_1} \psi_{q_2}) \, dx. \tag{21}
\]

Now \( \|\psi_{q_i}\|_{L^2(\Omega)} \leq C_{|q_i|} \). Therefore by taking \( |l| \to \infty \) we obtain

\[
\chi_{\Omega}(q_1 - q_2)(k) = 0 \quad \forall \ k \in \mathbb{R}^n
\]

concluding the proof. Theorem 2.4 has been extended to conductivities having 3/2 derivatives in some sense in [97], [17]. Uniqueness for conormal conductivities in \( C^{1+\epsilon} \) was shown in [35]. Recently Haberman and Tataru in a very nice article [44] have extended the uniqueness result to \( C^1 \) conductivities or small in the \( W^{1,\infty} \) norm. It is an open problem whether uniqueness holds in dimension \( n \geq 3 \) for Lipschitz or less regular conductivities. Theorem 2.5 was extended to potentials in \( L^{n/2} \) and small potentials in the Fefferman-Phong class in [27]. For conormal potentials with strong singularities so that the potential is not in \( L^{n/2} \), for instance almost a delta function of an hypersurface, uniqueness was shown in [35].

For the case of the magnetic Schrödinger operator unique identifiability of the magnetic field and the electrical potential was shown in [79] assuming that both the electrical potential and magnetic potential are both just bounded improving the regularity assumed in [93] and [108]. The important case of Maxwell’s equations was considered in [95], [96] for \( C^2 \) electromagnetic parameters and in [26] for \( C^1 \) coefficients.

Using the CGO solutions the following stability estimates were proven in [2].

**Theorem 2.6.** Let \( n \geq 3 \). Suppose that \( s > \frac{n}{2} \) and that \( \gamma_1 \) and \( \gamma_2 \) are \( C^\infty \) conductivities on \( \Omega \subseteq \mathbb{R}^n \) satisfying

i) \( 0 < 1/E \leq \gamma_j \leq E, j = 1, 2 \).

ii) \( \|\gamma_j\|_{H^{s+2}(\Omega)} \leq E, j = 1, 2 \).

Then there exists \( C = C(\Omega, E, n, s) \) and \( 0 < \sigma < 1 \) (\( \sigma = \sigma(n, s) \)) such that

\[
\|\gamma_1 - \gamma_2\|_{L^\infty(\Omega)} \leq C \left( \|\log\|\Lambda_{\gamma_1} - \Lambda_{\gamma_2}\|_{H^{1/2}(-1/2)}\|^{1/2} \right)^{-\sigma} + \|\Lambda_{\gamma_1} - \Lambda_{\gamma_2}\|_{H^{1/2}(-1/2)} \tag{22}
\]

where \( \| \cdot \|_{1/2, -1/2} \) denotes the operator norm as operators from \( H^{1/2}(\partial\Omega) \) to \( H^{-1/2}(\partial\Omega) \).
Stability estimates using the method of [44] were proven in [24] for $C^{1,\epsilon}, \epsilon > 0$ conductivities. Notice that this is logarithmic type stability estimates indicates that the problem is severely ill-posed. Mandache [84] has shown that this estimate is optimal up to the value of the exponent. There is the question of whether under some additional a-priori condition one can improve this logarithmic type stability estimate. Alessandrini and Vessella [4] have shown that this is indeed the case and one has a Lipschitz type stability estimate if the conductivity is piecewise constant with jumps on a finite number of domains. Rondi [99] has subsequently shown that the constant in the estimate grows exponentially with the number of domains. It is conjectured, and this is supported by numerical experiments, that the stability estimate should be “better” near the boundary and gets increasingly worse as one penetrated deeper into the domain (Theorem 2.2 shows that at the boundary we have Lipschitz type stability estimate.)

This type of depth dependence stability estimate has been proved in [88] for the case of some electrical inclusions. Theorem 2.6 is a consequence of Theorem 2.2 and the following result.

**Theorem 2.7.** Assume 0 is not a Dirichlet eigenvalue of $\Delta - q_i$, $i = 1, 2$. Let $s > n/2$, $n \geq 3$ and

$$\|q_j\|_{H^s(\Omega)} \leq M.$$  

Then there exists $C = C(\Omega, M, n, s)$ and $0 < \sigma < 1$ ($\sigma = \sigma(n, s)$) such that

$$\|q_1 - q_2\|_{H^{-1}(\Omega)} \leq C\left(|\log \|\Lambda_{q_1} - \Lambda_{q_2}\|_{1/2,-1/2}|^{-\sigma} + \|\Lambda_{q_1} - \Lambda_{q_2}\|_{1/2,-1/2}\right).$$  \hspace{1cm} (23)

Theorem 2.7 also applies to the Helmholtz equation with the potential of the form $q = -k^2c(x)$ where $c(x)$ denotes the speed of sound and $k$ the frequency. It is proven in [89] that the stability estimates changes from logarithmic from low frequencies to Lipschitz for high frequencies. The same has been observed in [59] for the case that the potential is of the form $q(x) = -k^2$.

The complex geometrical optics solution of Theorems 2.4 and 2.5 were also used by A. Nachman [86] and R. Novikov [94] to give a reconstruction procedure of the conductivity from $\Lambda_{\gamma}$. Reconstruction for $C^1$ conductivities was done in [34].

### 3 The Partial Data Problem

In several applications in EIT one can only measure currents and voltages on part of the boundary. Substantial progress has been made recently on the problem of whether one can determine the conductivity in the interior by measuring the DN map on part of the boundary. We review here the article [67]. The paper [20] used the method of Carleman estimates with a linear weight to prove that, roughly speaking, knowledge of the DN map in “half” of the boundary is enough to determine uniquely a $C^2$ conductivity. The regularity assumption on the conductivity was relaxed to $C^{2+\epsilon}, \epsilon > 0$ in [68]. Stability estimates for the uniqueness result of [20] were given in [45]. Stability estimates for the magnetic Schrödinger operator with partial data in the setting...
of [20] can be found in [114]. The result [20] was substantially improved in [67]. The latter paper contains a global identifiability result where it is assumed that the DN map is measured on any open subset of the boundary of a strictly convex domain for all functions supported, roughly, on the complement. We state the theorem more precisely below. The key new ingredient is the construction of a larger class of CGO solutions than the ones considered in Section 2.1. Let \( x_0 \in \mathbb{R}^n \setminus \text{ch}(\Omega) \), where \( \text{ch}(\Omega) \) denotes the convex hull of \( \Omega \). Define the front and the back faces of \( \partial \Omega \) by

\[
F(x_0) = \{ x \in \partial \Omega; (x - x_0) \cdot \nu \leq 0 \}, \quad B(x_0) = \{ x \in \partial \Omega; (x - x_0) \cdot \nu > 0 \}.
\]

The main result of [67] is the following:

**Theorem 3.1.** Let \( n > 2 \). With \( \Omega, x_0, F(x_0), B(x_0) \) defined as above, let \( q_1, q_2 \in L^\infty(\Omega) \) be two potentials and assume that there exist open neighborhoods \( \tilde{F}, \tilde{B} \subset \partial \Omega \) of \( F(x_0) \) and \( B(x_0) \cup \{ x \in \partial \Omega; (x - x_0) \cdot \nu = 0 \} \) respectively, such that

\[
\Lambda_{q_1} u = \Lambda_{q_2} u \text{ in } \tilde{F}, \quad \text{for all } u \in H^{1/2}(\partial \Omega) \cap \mathcal{E}'(\tilde{B}). \tag{24}
\]

Then \( q_1 = q_2 \).

Here \( \mathcal{E}'(\tilde{B}) \) denotes the space of compactly supported distributions in \( \tilde{B} \). The proof of this result uses Carleman estimates for the Laplacian with limiting Carleman weights (LCW). The Carleman estimates allow one to construct, for large \( \tau \), a larger class of CGO solutions for the Schrödinger equation than previously used. These have the form

\[
u \phi \cdot \nabla \psi = 0, \quad |\nabla \phi|^2 = |\nabla \psi|^2 \quad \text{and} \quad \phi \text{ is the LCW. Moreover } a \text{ is smooth and non-vanishing and } ||r||_{L^2(\Omega)} = O(1), \quad ||r||_{H^1(\Omega)} = O(1). \]

Examples of LCW are the linear phase \( \phi(x) = x \cdot \omega \), \( \omega \in S^{n-1} \), used previously, and the non-linear phase \( \phi(x) = \ln|\|x - x_0||| \), where \( x_0 \in \mathbb{R}^n \setminus \text{ch}(\Omega) \) which was used in [67]. Any conformal transformation of these would also be a LCW. A characterization of all the LCW in \( \mathbb{R}^n, n > 2 \), was given in [31]. In two dimensions any harmonic function is a LCW [119]. The CGO solutions used in [67] are of the form

\[
u \log|x - x_0| + id\left(\frac{x - x_0}{|x - x_0|}\omega\right)(a + r) \quad \tag{26}
\]

where \( x_0 \) is a point outside the convex hull of \( \Omega \), \( \omega \) is a unit vector and \( d(\frac{x - x_0}{|x - x_0|}, \omega) \) denote distance. We take directions \( \omega \) so that the distance function is smooth for \( x \in \Omega \). For more details see [67].

It is an open problem in dimension \( n > 2 \) whether if we take Dirichlet data supported in an open subset of the boundary and the Neumann data is measured in the same set one can determine uniquely the potential. This was shown in [5] if the potential is known near the
boundary. Isakov [58] proved such a uniqueness result in dimension three or higher for the case when the complement of the open set where the measurements are made is an open subset of a plane or a sphere. The methods of [67] and Isakov [58] and the results of those papers were extended in [64]. See [65] for a recent survey. The case of partial data on a slab was studied in [83]. The DN map with partial data for the magnetic Schrödinger operator was studied in [30], [69], [114], [76], [29]. The case of the polyharmonic operator was considered in [77]. We also mention that in [38] (resp. [61]) CGO approximate solutions are concentrated near planes (resp. spheres) and provided some local results related to the local DN map. It would be very interesting to extend the partial data result to systems. See [102] for Dirac systems, [25] for Maxwell and [53] for elasticity. Using methods of hyperbolic geometry similar to [61] it is shown in [47] that one can reconstruct inclusions from the local DN map using CGO solutions that decay exponentially inside a ball and grow exponentially outside. These are called complex spherical waves. A numerical implementation of this method has been done in [47]. The construction of complex spherical waves can also be done using the CGO solutions constructed in [67]. This was done in [118] in order to detect elastic inclusions, in [119] to detect inclusions in the two dimensional case for a large class of systems with inhomogeneous background, and in [103] for the case of inclusions contained in a slab.

Stability estimates for the result of [67] were proven in [23] and a reconstruction method proposed in [87].

4 The Calderón Problem in Two Dimensions

Astala and Päivärinta [6], in a seminal contribution, have extended significantly the uniqueness result of [85] for conductivities having two derivatives in an appropriate sense and the result of [18] for conductivities having one derivative in appropriate sense, by proving that any $L^\infty$ conductivity in two dimensions can be determined uniquely from the DN map. We remark that the method of [85] and [18] uses CGO solutions, and the $\overline{\partial}$ method. The proof of [6] relies also on construction of CGO solutions for the conductivity equation with $L^\infty$ coefficients and the $\overline{\partial}$ method. This is done by transforming the conductivity equation to a quasi-regular map. Let $D$ be the unit disk in the plane. Then we have

**Lemma 4.1.** Assume $u \in H^1(D)$ is real valued and satisfies the conductivity equation on $D$. Then there exists a function $v \in H^1(D)$, unique up to a constant, such that $f = u + iv$ satisfies the Beltrami equation

$$\overline{\partial} f = \mu \overline{\partial} f,$$

where $\mu = (1 - \gamma)/(1 + \gamma)$. Conversely, if $f \in H^1(D)$ satisfies (27) with a real-valued $\mu$, then $u = \text{Re} f$ and $v = \text{Im} f$ satisfy

$$\nabla \cdot \gamma \nabla u = 0 \quad \text{and} \quad \nabla \cdot \frac{1}{\gamma} \nabla v = 0,$$

respectively, where $\gamma = (1 - \mu)/(1 + \mu)$.
Let us denote $\kappa = ||\mu||_{L^\infty} < 1$. Then (27) means that $f$ is a quasi-regular map. The function $v$ is called the $\gamma$-harmonic conjugate of $u$ and it is unique up to a constant. Astala and Päivärinta consider the $\mu$-Hilbert transform $H_\mu : H^{1/2}(\partial \Omega) \to H^{1/2}(\partial \Omega)$ that is defined by

$$H_\mu : u \mapsto v$$

and show that the DN map $\Lambda_\gamma$ determines $H_\mu$ and vice versa. Below we use the complex notation $z = x_1 + ix_2$. Moreover, for the equation (27), it is shown that for every $k \in \mathbb{C}$ there are complex geometrical optics solutions of the Beltrami equation that have the form

$$f_\mu(z, k) = e^{ikz}M_\mu(z, k),$$

where

$$M_\mu(z, k) = 1 + O\left(\frac{1}{z}\right) \text{ as } |z| \to \infty.$$ (30)

More precisely, they prove that:

**Theorem 4.2.** For each $k \in \mathbb{C}$ and for each $2 < p < 1 + 1/\kappa$ the equation (27) admits a unique solution $f \in W^{1,p}_{\text{loc}}(\mathbb{C})$ of the form (29) such that the asymptotic formula (30) holds true.

In the case of non-smooth coefficients the function $M_\mu$ grows sub-exponentially in $k$. Astala and Päivärinta introduce the "transport matrix" to deal with this problem. Using a result of Bers connecting pseudoanalytic functions with quasi-regular maps they show that this matrix is determined by the Hilbert transform $H_\mu$ and therefore the DN map. Then they use the transport matrix to show that $\Lambda_\gamma$ determines uniquely $\gamma$. See [6] for more details. Logarithmic type stability estimates for Hölder conductivities of positive exponent have been given in [13].

### 4.1 Bukhgeim’s Result

In an important breakthrough, Bukhgeim [19] proved that a potential in $L^p(\Omega), p > 2$ can be uniquely determined from the set of Cauchy data as defined in (14). An earlier result [107] gave this for a generic class of potentials. As before, if two potentials $q_1, q_2$ have the same set of Cauchy data, we have

$$\int_\Omega (q_1 - q_2)u_1u_2dx = 0$$ (31)

where $u_i, i = 1, 2$, are solutions of the Schrödinger equation. Assume now that $0 \in \Omega$. Bukhgeim takes CGO solutions of the form

$$u_1(z, k) = e^{z^2k}(1 + \psi_1(z, k)), \quad u_2(z, k) = e^{-z^2k}(1 + \psi_2(z, k))$$ (32)

where $z, k \in \mathbb{C}$ and we have used the complex notation $z = x_1 + ix_2$. Moreover $\psi_1$ and $\psi_2$ decay uniformly in $\Omega$, in an appropriate sense, for $|k|$ large. Note that the weight $z^2k$ in the
exponential is a limiting Carleman weight since it is a harmonic function but it is singular at 0 since its gradient vanishes there. Substituting (32) into (31) we obtain
\[ \int_{\Omega} e^{2\pi i x_1 x_2} (q_1 - q_2) (1 + \psi_1 + \psi_2 + \psi_1 \psi_2) dx = 0. \]

Now using the decay of \( \psi_i \) in \( \tau, i = 1, 2 \), and applying stationary phase (the phase function \( x_1 x_2 \) that has a non-degenerate critical point at 0) we obtain \( q_1(0) = q_2(0) = 0 \) in \( \Omega \). Of course we can do this at any point of \( \Omega \) proving the result. This result also shows that complex conductivities can be determined uniquely from the DN map. Francini has shown in [33] that this was the case for conductivities with small imaginary part. It also implies unique determination of a potential from the fixed energy scattering amplitude in two dimensions.

Stability estimates for potentials in \( W^{\epsilon,p}, p > 2 \) were proven in [15].

4.2 Partial Data Problem in 2D

It is shown in [49] that for a two dimensional bounded domain the Cauchy data for the Schrödinger equation measured on an arbitrary open subset of the boundary determines uniquely the potential. This implies, for the conductivity equation, that if one measures the current fluxes at the boundary on an arbitrary open subset of the boundary produced by voltage potentials supported in the same subset, one can determine uniquely the conductivity. The paper [49] uses Carleman estimates with weights which are harmonic functions with non-degenerate critical points to construct appropriate complex geometrical optics solutions to prove the result. We describe this more precisely below. Let \( \Omega \subset \mathbb{R}^2 \) be a bounded domain which consists of \( N \) smooth closed curves \( \gamma_j, \partial \Omega = \bigcup_{j=1}^{N} \gamma_j \). As before we define the set of Cauchy data for a bounded potential \( q \) by:
\[ \hat{C}_q = \left\{ \left( u|_{\partial \Omega}, \frac{\partial u}{\partial \nu}|_{\partial \Omega} \right) \mid (\Delta - q)u = 0 \text{ on } \Omega, \ u \in H^1(\Omega) \right\}. \] (33)

Let \( \Gamma \subset \partial \Omega \) be a non-empty open subset of the boundary. Denote \( \Gamma_0 = \partial \Omega \setminus \Gamma \). The main result of [49] gives global uniqueness by measuring the Cauchy data on \( \Gamma \). Let \( q_j \in C^{2+\alpha}(\overline{\Omega}), j = 1, 2 \) for some \( \alpha > 0 \) and let \( q_j \) be complex-valued. Consider the following sets of Cauchy data on \( \Gamma \):
\[ C_{q_j} = \left\{ \left( u|_{\Gamma}, \frac{\partial u}{\partial \nu}|_{\Gamma} \right) \mid (\Delta - q_j)u = 0 \text{ in } \Omega, \ u|_{\Gamma_0} = 0, \ u \in H^1(\Omega) \right\}, \ j = 1, 2. \] (34)

**Theorem 4.3.** Assume \( C_{q_1} = C_{q_2} \). Then \( q_1 = q_2 \).

Using Theorem 4.3 one concludes immediately, as a corollary, the following global identifiability result for the conductivity equation (2). This result uses that knowledge of the Dirichlet-to-Neumann map on an open subset of the boundary determines \( \gamma \) and its first derivatives on \( \Gamma \) (see [72], [111]).
Corollary 4.4. With some $\alpha > 0$, let $\gamma_j \in C^{4+\alpha}(\Omega)$, $j = 1, 2$, be non-vanishing functions. Assume that
\[ \Lambda_{\gamma_1}(f) = \Lambda_{\gamma_2}(f) \text{ on } \Gamma \text{ for all } f \in H^{1/2}(\Gamma), \supp f \subset \Gamma. \]
Then $\gamma_1 = \gamma_2$.

It is easy to see that Theorem 4.3 implies the analogous result to [67] in the two dimensional case. Notice that Theorem 4.3 does not assume that $\Omega$ is simply connected.

The two dimensional case has special features since one can construct a much larger set of complex geometrical optics solutions than in higher dimensions. On the other hand, the problem is formally determined in two dimensions and therefore more difficult. The proof of Theorem 4.3 is based on the construction of appropriate complex geometrical optics solutions by Carleman estimates with degenerate weight functions.

For this result it is used in [49] a more general class of CGO solutions than the ones constructed by Bukhgeim, since we would like to have the imaginary part of the phase vanish on $\Gamma$. So we consider more general holomorphic functions with non-degenerate critical points as phases. Let the function $\Phi(z) = \varphi(x_1, x_2) + i\psi(x_1, x_2) \in C^2(\overline{\Omega})$ be holomorphic in $\Omega$ and $\Im \Phi|_{\partial\Omega \setminus \overline{\Gamma}} = 0$.

Notice that this implies $\nabla \varphi \cdot \nu = 0$ on $\partial\Omega \setminus \overline{\Gamma}$. We denote the set of critical points of $\Phi$ by
\[ \mathcal{H} = \{ z \in \overline{\Omega} | \partial_z \Phi(z) = 0 \}. \]
We assume that $\Phi$ has a finite number of non-degenerate critical points in $\overline{\Omega}$, that is $\partial_z^2 \Phi(z) \neq 0$, $z \in \mathcal{H}$.

The CGO solutions used in [49] of
\[ (\Delta - q)u = 0 \quad \text{in } \Omega; \quad u|_{\partial\Omega \setminus \overline{\Gamma}} = 0 \] (35)
are of the form
\[ u(x) = e^{r\Phi(z)}(a(z) + a_0(z)/\tau) + e^{r\Phi(z)}(a(z) + a_1(z)/\tau) + e^{r\varphi}u_1 + e^{r\varphi}u_2. \] (36)
The functions $a, a_0, a_1 \in C^2(\overline{\Omega})$ are holomorphic in $\Omega$ and $\Re a|_{\partial\Omega \setminus \overline{\Gamma}} = 0$. Moreover
\[ \|u_j\|_{L^2(\Omega)} = o\left(\frac{1}{\tau}\right), \quad \tau \to \infty, j = 1, 2. \] (37)

This method has been extended to a general class of second order elliptic equations in [50], [51] and with measurements in disjoint sets in [52]. A similar result to Theorem 4.3 was proven in [54] for the Neumann-to-Dirichlet map which is more physical in some situations. For other developments see the survey paper [56].
5 Anisotropic Conductivities

Anisotropic conductivities depend on direction. Muscle tissue in the human body is an important example of an anisotropic conductor. For instance cardiac muscle has a conductivity of 2.3 mho in the transverse direction and 6.3 in the longitudinal direction. The conductivity in this case is represented by a positive definite, smooth, symmetric matrix $\gamma$ on $\Omega$. Under the assumption of no sources or sinks of current in $\Omega$, the potential $u$ in $\Omega$, given a voltage potential $f$ on $\partial \Omega$, solves the Dirichlet problem

$$\begin{cases} \sum_{i,j=1}^{n} \frac{\partial}{\partial x_i} (\gamma_{ij} \frac{\partial u}{\partial x_j}) = 0 \text{ on } \Omega \\ u|_{\partial \Omega} = f. \end{cases} \quad (38)$$

The DN map is defined by

$$\Lambda_\gamma(f) = \sum_{i,j=1}^{n} \nu^i \gamma_{ij} \frac{\partial u}{\partial x_j}|_{\partial \Omega} \quad (39)$$

where $\nu = (\nu^1, \ldots, \nu^n)$ denotes the unit outer normal to $\partial \Omega$ and $u$ is the solution of (38). The inverse problem is whether one can determine $\gamma$ by knowing $\Lambda_\gamma$. The map $\Lambda_\gamma$ doesn't determine $\gamma$ uniquely. This observation is due to L. Tartar (see [72] for an account). Let $\psi : \overline{\Omega} \to \overline{\Omega}$ be a $C^\infty$ diffeomorphism with $\psi|_{\partial \Omega} = Id$ where Id denotes the identity map. We have

$$\Lambda_{\tilde{\gamma}} = \Lambda_\gamma \quad (40)$$

where

$$\tilde{\gamma} = \left( \frac{(D\psi)^T \circ \gamma \circ (D\psi)}{|\det D\psi|} \right) \circ \psi^{-1}. \quad (41)$$

Here $D\psi$ denotes the (matrix) differential of $\psi$, $(D\psi)^T$ its transpose and the composition in (41) is to be interpreted as multiplication of matrices. We have then a large number of conductivities with the same DN map: any change of variables of $\Omega$ that leaves the boundary fixed gives rise to a new conductivity with the same electrostatic boundary measurements. The question is then whether this is the only obstruction to unique identifiability of the conductivity. In two dimensions this has been shown for $L^\infty(\Omega)$ conductivities in [7]. This is done by reducing the anisotropic problem to the isotropic one by using isothermal coordinates [108] and using Astala and Päivärinta’s result in the isotropic case [6]. Earlier results were for $C^3$ conductivities using the result of Nachman [85] and for Lipschitz conductivities in [106] using the techniques of [18].

In three dimensions, as was pointed out in [82], this is a problem of geometrical nature and makes sense for general compact Riemannian manifolds with boundary. Let $(M, g)$ be a compact Riemannian manifold with boundary. The Laplace-Beltrami operator associated to the metric $g$ is given in local coordinates by

$$\Delta_g u = \frac{1}{\sqrt{\det g}} \sum_{i,j=1}^{n} \frac{\partial}{\partial x_i} \left( \sqrt{\det gg^{ij}} \frac{\partial u}{\partial x_j} \right) \quad (42)$$
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where \((g^{ij})\) is the matrix inverse of the matrix \((g_{ij})\). Let us consider the Dirichlet problem associated to (42)
\[
\Delta_g u = 0 \text{ on } \Omega, \quad u|_{\partial \Omega} = f.
\]
We define the DN map in this case by
\[
\Lambda_g(f) = \sum_{i,j=1}^{n} \nu^i g^{ij} \frac{\partial u}{\partial x_j} \sqrt{\det g} \bigg|_{\partial \Omega}
\]
(44)
The inverse problem is to recover \(g\) from \(\Lambda_g\). We have
\[
\Lambda_{\psi^*g} = \Lambda_g
\]
(45)
where \(\psi\) is any \(C^\infty\) diffeomorphism of \(\overline{M}\) which is the identity on the boundary. As usual \(\psi^*g\) denotes the pull back of the metric \(g\) by the diffeomorphism \(\psi\). In the case that \(M\) is an open, bounded subset of \(\mathbb{R}^n\) with smooth boundary, it is easy to see ([82]) that for \(n \geq 3\)
\[
\Lambda_g = \Lambda_{\gamma}
\]
(46)
where
\[
(g_{ij}) = (\det \gamma^{kl})^{1/(n-2)} (\gamma^{ij})^{-1}, \quad (\gamma^{ij}) = (\det g_{kl})^{1/2} (g_{ij})^{-1}.
\]
(47)
In the two dimensional case there is an additional obstruction since the Laplace-Beltrami operator is conformally invariant. More precisely we have
\[
\Delta_{\alpha g} = \frac{1}{\alpha} \Delta_g
\]
for any function \(\alpha, \alpha \neq 0\). Therefore we have, for \(n = 2\),
\[
\Lambda_{\alpha(\psi^*g)} = \Lambda_g
\]
(48)
for any smooth function \(\alpha \neq 0\) so that \(\alpha|_{\partial M} = 1\). Lassas and Uhlmann ([80]) proved that (45) is the only obstruction to unique identifiability of the conductivity for real-analytic manifolds in dimension \(n \geq 3\). In the two dimensional case they showed that (48) is the only obstruction to unique identifiability for smooth Riemannian surfaces. Moreover these results assume that the DN map is measured only on an open subset of the boundary. We state the two basic results. Let \(\Gamma\) be an open subset \(\partial M\). We define for \(f, \text{ supp } f \subseteq \Gamma\)
\[
\Lambda_{g,\Gamma}(f) = \Lambda_g(f)|_{\Gamma}.
\]
**Theorem 5.1** \((n = 2)\). Let \((M, g)\) be a compact Riemannian surface with boundary. Let \(\Gamma \subseteq \partial M\) be an open subset. Then \(\Lambda_{g,\Gamma}\) determines uniquely the conformal class of \((M, g)\) up to isometry.
Theorem 5.2 \((n \geq 3)\). Let \((M, g)\) be a real-analytic compact, connected Riemannian manifold with boundary. Let \(\Gamma \subseteq \partial M\) be real-analytic and assume that \(g\) is real-analytic up to \(\Gamma\). Then \(\Lambda_{g,\Gamma}\) determines uniquely \((M, g)\) up to an isometry.

The article [98] shows that one can determine for simple manifolds in two dimensions \(\Lambda_g\) if one knows the boundary distance function. This lead to the solution of the boundary rigidity problem in two dimensions.

In [14] another proof was given of Theorem 5.2. Einstein manifolds are real-analytic in the interior and it was conjectured by Lassas and Uhlmann that they were uniquely determined up to isometry by the DN map. This was proven in [39]. Notice that these results don’t assume any condition on the topology of the manifold except for connectedness. An earlier result of [82] assumed that \((M, g)\) was strongly convex and simply connected and \(\Gamma = \partial M\) in both results. Theorem 5.2 was extended in [81] to non-compact, connected real-analytic manifolds with boundary. These results were extended to differential forms in [75].

5.0.1 The Calderón Problem on Manifolds

The invariant form on a Riemannian manifold with boundary \((M, g)\) for an isotropic conductivity \(\beta\) is given by

\[
\text{div}_g(\beta \nabla_g)u = 0
\]  

where \(\text{div}_g\) (resp. \(\nabla_g\)) denotes divergence (resp. gradient) with respect to the Riemannian metric \(g\). This includes the case considered by Calderón with \(g\) the Euclidean metric, the anisotropic case by taking \(g^{ij} = \gamma^{ij} \beta\) and \(\beta = \sqrt{\det g}\). It was shown in [106] for bounded domains of Euclidean space in two dimensions that the isometric class of \((\beta, g)\) is determined uniquely by the DN map associated to (49). In two dimensions, when the metric \(g\) is known, it is proven in [46] that one can uniquely determine the conductivity \(\beta\). Guillarmou and Tzou [41] have shown that a potential is uniquely determined for the Schrödinger equation \(\Delta_g - q\), with \(\Delta_g\) the Laplace-Beltrami operator associated to the metric \(g\), generalizing the result of [46]. This result has been extended to connections in [42] and to general elliptic Systems on vector bundles in [1].

In dimension \(n \geq 3\) it is an open problem whether one can determine the isotropic conductivity \(\beta\) from the corresponding DN map associated to (49). As before one can consider the more general problem of recovering the potential \(q\) from the DN map associated to \(\Delta_g - q\). We review below the progress that has been made on this problem based on [31].

5.1 Complex geometrical optics on manifolds

We review the recent construction of complex geometrical optics construction for a class of Riemannian manifolds based on [31]. In this paper those Riemannian manifolds which admit limiting Carleman weights, were characterized. All such weights in Euclidean space were listed in Theorem 1.13.
**Theorem 5.3.** If \((M, g)\) is an open manifold having a limiting Carleman weight, then some conformal multiple of the metric \(g\) admits a parallel unit vector field. For simply connected manifolds, the converse is also true.

Locally, a manifold admits a parallel unit vector field if and only if it is isometric to the product of an Euclidean interval and another Riemannian manifold. Thus, if \((M, g)\) has an LCW \(\varphi\), one can choose local coordinates in such a way that \(\varphi(x) = x_1\) and

\[
g(x_1, x') = c(x) \begin{pmatrix} 1 & 0 \\ 0 & g_0(x') \end{pmatrix},
\]

where \(c\) is a positive conformal factor. Conversely, any metric of this form admits \(\varphi(x) = x_1\) as a limiting weight. In the case \(n = 2\), limiting Carleman weights in \((M, g)\) are exactly the harmonic functions with non-vanishing differential. Let us now introduce the class of manifolds which admit limiting Carleman weights and for which one can prove uniqueness results. For this we need the notion of simple manifolds.

**Definition 5.4.** A manifold \((M, g)\) with boundary is simple if \(\partial M\) is strictly convex, and for any point \(x \in M\) the exponential map \(\exp_x\) is a diffeomorphism from some closed neighborhood of 0 in \(T_x M\) onto \(M\).

**Definition 5.5.** A compact manifold with boundary \((M, g)\), of dimension \(n \geq 3\), is admissible if it is conformal to a submanifold with boundary of \(\mathbb{R} \times (M_0, g_0)\) where \((M_0, g_0)\) is a compact simple \((n - 1)\)-dimensional manifold.

Examples of admissible manifolds include the following:

1. Bounded domains in Euclidean space, in the sphere minus a point, or in hyperbolic space. In the last two cases, the manifold is conformal to a domain in Euclidean space via stereographic projection.

2. More generally, any domain in a locally conformally flat manifold is admissible, provided that the domain is appropriately small. Such manifolds include locally symmetric 3-dimensional spaces, which have parallel curvature tensor so their Cotton tensor vanishes.

3. Any bounded domain \(M\) in \(\mathbb{R}^n\), endowed with a metric which in some coordinates has the form

\[
g(x_1, x') = c(x) \begin{pmatrix} 1 & 0 \\ 0 & g_0(x') \end{pmatrix},
\]

with \(c > 0\) and \(g_0\) simple, is admissible.

4. The class of admissible metrics is stable under \(C^2\)-small perturbations of \(g_0\).
The first inverse problem involves the Schrödinger operator

$$\mathcal{L}_{g,q} = \Delta_g - q,$$

where $q$ is a smooth complex valued function on $(M,g)$. We make the standard assumption that 0 is not a Dirichlet eigenvalue of $\mathcal{L}_{g,q}$ in $M$. Then the Dirichlet problem

$$\begin{cases} 
\mathcal{L}_{g,q}u = 0 \text{ in } M, \\
u = f \text{ on } \partial M
\end{cases}$$

has a unique solution for any $f \in H^{1/2}(\partial M)$, and we may define the DN map

$$\Lambda_{g,q} : f \mapsto \partial_{\nu}u|_{\partial M}.$$  

Given a fixed admissible metric, one can determine the potential $q$ from boundary measurements.

**Theorem 5.6.** Let $(M,g)$ be admissible, and let $q_1$ and $q_2$ be two smooth functions on $M$. If $\Lambda_{g,q_1} = \Lambda_{g,q_2}$, then $q_1 = q_2$.

This result was known previously in dimensions $n \geq 3$ for the Euclidean metric [109] and for the hyperbolic metric [60]. It has been generalized to Maxwell’s equations in [66].
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